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Abstract: This paper describes the most common algorithms with image approach 

convolutional neural network and two-dimensional DCT with machine learning classification 
KNN, SVM and RF. These algorithms are evaluated for applicability to the Uzbek language 
and a comparative analysis on the accuracy and recognition rate. The command words of the 
Uzbek language were chosen for the experiments. According to the results, it was found that 
both methods give high rates of recognition accuracy and are 92% (CNN) and 90% (2D-
DCT+Zigzag+SVM). Also the combinations of 2D-DCT+Zigzag+ KNN and 2D-DCT+Zigzag+ RF 
with average recognition accuracy of 86% and 85%, respectively, were considered in the 
paper. 

Keywords: Spectrogram image, feature extraction, speech classification, speech 
recognition. 

 
INTRODUCTION. Since the advent of machine learning algorithms and neural 

networks, there has been interest in automatic speech recognition for voice control of 
technical devices [1-8]. Today, automatic speech recognition has found its application in 
various fields such as information and reference systems, smart home, etc. At the same 
time, speech recognition is rapidly being introduced and developed in the areas of creating 
convenience for people when driving a car, by providing the ability to control the functions 
of the car using the voice. It is known that the recognition of most of the world's languages is 
deeply studied and developed to this day, while the Uzbek language in this vein is very 
superficially considered.  Among the explosive and fricative consonants of the Uzbek 
language, there are sounds that have no analogues in other languages (for example, the 
Uzbek sounds "q, g’, h"), which makes them especially difficult to recognize and requires a 
special approach 

The main goal of speech recognition is to efficiently and accurately convert speech into 
individual words, which is complex due to the speaker's speech dynamics, accents, 
pronunciation, speech rate and performance. When studying the research on speech signal 
recognition and classification have shown that a set of features can be computed using a 
variety of algorithms and methods and the most widely used traditional methods are Hidden 
Markov Model based statistical analysis (HMM) [1, 3,5,6], signal element processing in the 
spectral domain (Fourier analysis, Wavelet analysis) [8,9], dynamic time wrapping (DTW), 
methods based on neural networks that allow the system to self-learn and self-improve 
[2,4,10-22]. 

This article is a review and comparison between the two main algorithms of Uzbek 
speech recognition. The methods differ from each other both in the method of feature 
extraction and in the method of speech classification. The paper consists of an introduction, 
the main part, where both methods are described, and an experimental part, where the 
results of the comparison of the methods are given. The article concludes with a list of 
conclusions. 
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MATERIAL AND METHODS. Methods of speech signal recognition based on images 
(spectrograms) have been investigated in [1, 5, 9, 10, 12, 15, 16]. Obviously, the spectrogram 
concentrates more information about the audio signal than most of the manual functions 
traditionally used for the analysis of speech signals [6, 7, 12, 15, 23], which justifies the great 
attention of world scientists to the two-dimensional transformations. For example, in the 
article [7, 13] the results of a study based on the calculation of a feature vector by the two-
dimensional discrete-cosine method for phoneme recognition are given. 

Moreover, two types of neural networks, semi-dynamic (Time Delay Neural Network) 
and static (Multilayer Preceptors) networks, where recognition accuracies of 72.4%-77.5% 
were obtained by the obtained feature vector [7]. The works [8], [11] and [17] show the use 
of spectrograms for speech phoneme recognition based on CNN. The authors of [2] 
describes emotion recognition methods and It can be seen the use of image processing 
methods to identify speech signals based on spectral imaging [4]. 

Description of speech recognition systems. Recognition of speech signals is achieved 
through the processes of pre-processing, plotting spectrogram image, extraction of the 
features from spectrogram image and speech classification by machine learning and neural 
network algorithms. The recognition process can be represented as a sequence (Fig.1). 

 

 
Fig.1. Sequence of speech recognition 

 
The first stage gets speech signals with the given basic characteristics (discrete 

frequency, bit depth, number of channels). The second stage includes an initial 
preprocessing of the speech signal where the speech noise and the silence/pause zones are 
removed by filtering, normalization, averaging. The third stage generates an image of 
spectrograms obtained as a result of speech signal processing by transform methods. The 
fourth stage performs the process of features extraction from the spectrograms images. 

 

Fig.2. Spectrogram acquisition process 
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Fig.2 shows an expanded and detailed sequence for generating the spectrogram image 
of the speech signal. Processes in Fig.2 are parts of the speech signal preprocessing stage of 
Fig.1. Filtering, removes low frequencies (<100 Hz) and high frequencies (>4000 Hz) from the 
speech signal. The spectral entropy algorithm is used in the silence zone as removal stage for 
signal. In the framing step the speech signal is divided into frames with 256 lengths. The 
windowing (Hamming, Hann, Hamming, Bartlett) is used to reduce distortions in the 
segments as well as to smooth them out. 

After spectral transformations (Discrete Cosine Transform, Fast Fourier transform, 
Wavelet) a spectrogram is generated. Spectrograms are processed by a special 2D 
algorithms (Convolution Neural Network, 2D-Discrete Cosine Transform) to extract the most 
important features from images and further processed by the machine learning (ML) 
algorithms and neural networks (NN). Training and testing of neural networks and machine 
learning classifiers is carried out according to Fig. 3. 

Fig.3. Spectrogram-based recognition process 
 
Depending on the task it is necessary to choose the type of neural network and 

properly build its architecture. Next, considered two approaches that are sharply different 
from each other in their method and accuracy of speech recognition. They are speech 
recognition by using Convolution Neural Network and 2D-DCT. 

Speech recognition by using convolution neural network. Convolution Neural Network 
(CNN) is an algorithm in the field of highly-performance deep learning in image classification 
and consists of several successive layers (Fig.4). Different CNNs differ in the choice of 
parameters. 

 

 
Fig.4. Structure diagram of a typical CNN 

 
Common CNN neural network models include the following types of layers: 

 Convolutional (CONV). The convolution layer includes a filter for each channel, the 
convolution core of which processes the previous layer in fragments (by summing the results 
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of the matrix product for each fragment) 

 Activation (ACT or RELU, where we use the same or the actual activation function) 

 Pooling (POOL). Pooling layer (in other words, subsampling, subsampling) isanon-
linear compression of the attribute map, with a groupofpixels (usually 2×2 in size) 
compressed to one pixel, passingthrough a non-linear transformation. 

 F
ully-connected (FC). A fully connected layer combines each neuron in one layer withneurons 
in other layers 

 Batch normalization (BN). Batch normalization is a technique for improving the 
performanceand stability of artificial neural networks. 

 Dropout (DO). Exception or dropout is a method of regularization of artificial neural 
networks, designed to prevent network retraining. 

CNN can be generated based on the placement of the above layers sequentially. 
Normally, CNN can be represented as a text diagram as following: 

 
INPUT(IMAGE) => CONV => RELU => FC => SOFTMAX   1 

 
According to (1), the input data will be received and sent to the convolutional layer, 

then to the activation phase, after which it will be sent to completion, then to the full-link 
layer, and finally it will be classified based on the softmax classifier [44]. 

 

Fig.5. Structure diagram of speech recognition by 2D-DCT. 
 

Recognition by two-dimensional DCT is performed by means of the following layers: 

 Blocking. Two-dimensional DCT initially divides a spectrogram of size (MxN) into 
non-overlapping blocks of size PxQ. The default block size is square, i.e., P=Q=8; 

 2D-DCT. Equation (2) describes the DCT formula, where the coefficients 𝐹(𝑢, 𝑣)for 
the block from the spectrogram 𝑓(𝑥, 𝑦) are calculated: 

 

𝐹(𝑢, 𝑣) =  
2

𝑃
𝐶(𝑢)𝐶(𝑣) ∑ ∑ 𝑓(𝑥, 𝑦)

𝑃−1

𝑦=𝑜

𝑃−1

𝑥=0

× [𝑐𝑜𝑠 (
𝜋𝑢(2𝑥 + 1)

2𝑃
) 𝑐𝑜𝑠 (

𝜋𝑣(2𝑦 + 1)

2𝑃
)]         2 

 

 Zig-zag. The reordering of the coefficients into a one-dimensional array is possible 
in a zig-zag manner according to the scheme in Fig. 6.  

 Features. The generated array is the main features of the speech signal. 

 Classification. The features are used to classify the speech signal into one or another 
class. At the stage of classification any classification algorithms can be used. 

Input Blocking 2D-DCT Zig-Zag Features Classification 
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Fig.6. The decomposition scheme using the Zig-zag scan 

 
RESULTS AND DISCUSSION. The purpose of this experiment is to conduct a 

comparative analysis between the above two methods in terms of accuracy and recognition 
rate of 6 selected individual words in the Uzbek language – chap (left), o’ng (right), chiroq 
(light), yaqin (close), uzoq (far away), yuv (clean). The selected words are the commands that 
can be used when driving a car. 

Data collection. Men and women were involved for the experiment. The total number 
of speakers was 150. 16-bit mono audio files (benchmarks) in .wav format with a sampling 
rate of 22050 Hz were recorded. Each command word has an average of 150 benchmarks, 
which were used to train and test the model.  90% of the benchmarks were used for training 
and 10% for testing.  

Table 1 
Number of audio data used for training and testing 

 
The results of the experiments showed that both image approaches are effective, as 

evidenced by the accuracy of recognition of each command word. The average accuracy of 
recognition of all words using the method 2D-DCT + Zigzag with classification algorithms with 
a teacher KNN, SVM, RF respectively were 86%, 90% and 85%. CNN method has an average 
accuracy of 92%. 

Table 2 
Experimental results 

Words CNN 
2D-DCT + Zigzag 

KNN SVM RF 

Left  0,92 0,84 0,89 0,84 

Right 0,94 0,85 0,90 0,86 

Light 0,91 0,86 0,89 0,85 

Far  0,89 0,87 0,91 0,85 

Close 0,93 0,85 0,89 0,86 

Clean 0,94 0,88 0,90 0,84 

The results of 2D-DCT + Zigzag can be evaluated depending on the classification 
method used with it, taking into account the additional indicators shown in Table 3. 

Methods Train Testing 
Total number of 

benchmarks 

CNN 135 15 150 

2D-DCT+Zig-Zag 126 14 140 
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Table 3 
Additional indicators of the models 

 2D-DCT+ 
Zigzag + KNN 

2D-DCT+ 
Zigzag + SVM 

2D-DCT+ 
Zigzag + RF 

Average recognition accuracy (%) 86 90 85 

Recognition time 0,04 0,7 0,46 

Optimal data quantity for training 
>100 >120 >120 

 
CONCLUSION. Recognition of speech signals by creating spectrogram images has 

several advantages and is that the spectrogram contains a wide set of characteristics in 
comparison with other speech recognition methods. In this paper, two 2D methods of 
speech signal recognition by means of their spectrograms are considered. Both methods are 
a striking confirmation of the fact that the spectrogram concentrates the most informative 
characteristics. It was found that each method has a distinctive amount of required training 
data. Experimental results show that based on the above approaches described in the 
article, high results can be achieved in the classification of the Uzbek word. 
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Abstract: The World Health Organization estimates that 1.25 million people are killed 
in road accidents each year—almost 3,400 a day-and up to 50 million are injured. However, 
road traffic injuries are not equally common around the world; some countries suffer more 
than others, and the likelihood of being killed in a road accident depends on where the 
person lives. Almost 90% of all road accidents occur in low-and middle-income countries. 
Worldwide, the number of deaths per 100,000 populations (the death rate) ranges from less 
than 3 to almost 40. This figure is less than 9 in high-income countries, but averages about 20 
in LMIC (low-and middle-income countries), with the Asian and African region showing the 
highest rate (46.5%) [1,2,3]. The article developed recommendations and provided proposals 
for improving the transport system, improving the economic, environmental situation, as well 
as road safety. 
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